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Vehicle Color Recognition With Spatial Pyramid Deep Learning
Chuanping Hu, Xiang Bai, Senior Member, IEEE, Li Qi, Pan Chen, Gengjian Xue, and Lin Mei

Abstract—Color, as a notable and stable attribute of vehicles, can serve as a useful and reliable cue in a variety of applications in intelligent transportation systems. Therefore, vehicle color recognition in natural scenes has become an important research topic in this area. In this paper, we propose a deep-learning-based algorithm for automatic vehicle color recognition. Different from conventional methods, which usually adopt manually designed features, the proposed algorithm is able to adaptively learn representation that is more effective for the task of vehicle color recognition, which leads to higher recognition accuracy and avoids preprocessing. Moreover, we combine the widely used spatial pyramid strategy with the original convolutional neural network architecture, which further boosts the recognition accuracy. To the best of our knowledge, this is the first work that employs deep learning in the context of vehicle color recognition. The experiments demonstrate that the proposed approach achieves superior performance over conventional methods.

Index Terms—Color recognition, deep learning, convolutional neural network (CNN), spatial pyramid (SP), intelligent transportation.

I. INTRODUCTION

LICENSE plate [1], [2] has been one of the core research objects in the area of intelligent transportation systems for a long period of time. However, license plates on vehicles are not always fully visible (due to partial occlusion or viewpoint change) and not easy to recognize under certain situations (due to noise, blur, or corruption). In contrast, paints on vehicles occupy a much larger portion of vehicle bodies and are relatively insensitive to interference factors such as partial occlusion, viewpoint change, noise, and corruption. Hence, vehicle color has been used as a valuable cue in a wide range of applications, such as video monitoring [3], criminal detection [4], and law enforcement [5]. This advantage makes automatic vehicle color recognition an important research topic in the field of intelligent transportation systems [6].

However, identifying vehicle color in uncontrolled environments is a challenging task. The difficulties mainly stem from two aspects: 1) Certain color types are very close to other color types and, thus, are very hard to discriminate. For example, cyan is not so distinguishable from green in real-world images. 2) The color of a vehicle is prone to be affected by numerous interference factors, such as haze, snow, rain, and illumination variation.

To tackle these challenges, a number of works have been proposed [7]–[10]. With hand-crafted features (e.g., color sift [8], normalized RGB histogram [9], and feature context [10]), these methods obtain excellent performances but are far from producing all-satisfactory results, particularly in complex real-world scenarios. Furthermore, these approaches usually rely on preprocessing techniques [10], to alleviate the impact of interference factors such as haze and strong illumination.

In this paper, we propose a deep-learning-based algorithm for vehicle color recognition. Compared with traditional approaches, the proposed algorithm possesses three advantages.

1) We learn features from training data in an automatic manner, instead of adopting manually designed features. The learned features are more effective for vehicle color recognition and robust to variations in real-world scenarios. Moreover, the proposed algorithm directly runs on raw pixels and requires no preprocessing techniques, which are essential for the success of previous methods.

2) We introduce spatial information into the vehicle color recognition algorithm, by combining the spatial pyramid (SP) strategy [11] with the framework of deep learning [12]. The usage of spatial information further improves recognition accuracy.

3) Experiments on a standard benchmark demonstrate that the proposed algorithm outperforms other competing methods.

As shown in Fig. 1, the convolutional neural network (CNN) architecture proposed in [12] is adopted as the feature extractor, which computes a feature vector for each image, and support vector machine (SVM) [13] is employed as the classifier, which predicts the color of a given vehicle. Before training, the vehicle images are rescaled to a fixed size. In the training procedure, the parameters of the network are iteratively updated by backpropagation, using the training images and their labels (black, white, red, green, etc.). Once trained, the parameters are stored, and the CNN architecture becomes a feature extractor, which takes images as input and produces features maps (or vectors) in each layer.
In this paper, the outputs of the last three layers of the network are used as the feature for color recognition, since the outputs of the early layers have proven to be not so informative according to the label entropy analysis [14]. In our method, the softmax classifier originally used in [12] is replaced with SVM, since softmax is prone to lead to overfitting [15]. To incorporate spatial information, each image is divided into a two-level grid, and the features of all subregions and the whole image are concatenated, similar to the SP strategy [11]. To the best of our knowledge, this work is the first that combines deep learning and SP, for the purpose of high-performance vehicle color recognition. Therefore, we name the proposed method SP deep learning.

To assess the effectiveness of the proposed system for vehicle color recognition, we have conducted extensive experiments on the Vehicle Color data set released in [10], which, as far as we know, is the only public benchmark in this field. The experimental results on this challenging database demonstrate that the proposed system achieves superior performance than other competing methods.

The rest of this paper is organized as follows. Section II briefly reviews relevant works on color recognition and deep learning. Section III describes the main ideas and details of the proposed method. Experiments and discussions are presented in Section IV. Finally, we conclude this paper in Section V.

II. RELATED WORK

There is a rich body of works concerning image classification [16], object recognition [17], and learning algorithm [18]. In this literature review, we focus to those on color recognition [9], [19], [10] and deep learning [12], [20], which are most related to our work.

A. Color Recognition

The core of color recognition is to design appropriate features to represent colors. The RGB histogram is a natural choice for color recognition because of the wide use of the RGB color space. However, the RGB histogram is not robust enough when images are captured in complex natural scenes. For example, low illumination, strong light, and camera color bias may cause serious color offset in images and, thus, make the RGB histogram unstable and uninformative. Therefore, several methods are proposed to tackle this problem. Normalized RGB [9] normalizes the raw RGB values of each pixel, by dividing the value of each channel with the sum of three channels. This feature is able to overcome consistent offsets in three channels caused by strong light. The three channels of RGB or normalized RGB space are not independent, whereas HSV/HSI is another conventional color space with three independent channels. The Hue channel [21] of the HSV/HSI color space can also reduce the overexposure problem, since the Hue histogram only describes the information of color without illumination. Van de Sande et al. [8] surveyed the current color descriptors and analyzed their invariance to color offset and overexposure in a linear model. The opponent color histograms proposed based on the analysis are invariant to overexposure and color offset. Later, Van de Sande et al. [19] proposed a strategy to speed up the computation of color features using GPU. Huang et al. [22] developed Correlogram to describe the color of images. Correlogram is a histogram of the pairs of the color types and is more robust than the original RGB color histogram. Chen et al. [10] proposed a bag of words (BoW)-based feature for vehicle color recognition, which combines several color histograms of different color spaces to describe the properties of local patches. The features of local patches are encoded by a codebook and pooled into one vector to represent the color of a vehicle image. The features employed by the above methods are manually designed based on the theory of cognition science or mathematics. The features can achieve excellent performance under simple conditions (e.g., clear weather and uniform illumination) but could not perform well in challenging scenarios (e.g., nighttime or haze).

Template matching [23], [24] is another important type of methods to determine the color of a vehicle [25], [26]. Wang et al. [25] extracted the tail region by detecting car lamps. The vehicle color is classified based on the distances of the values of multiple color spaces between the region of interest (ROI) and those of training samples. Yang et al. [26]
presented a system that detects the hood and roof region based on an edge map first and matches the templates using the RGB color histogram. Since template matching methods are relatively sensitive to variances of vehicle images, learning-based methods are more appropriate for color recognition. Dule et al. [27] selected the hood area as the ROI and then used K-NN, ANN, and SVM to train the classifier for color recognition. Chen et al. [10] also employed SVM as the classifier for vehicle color recognition. In the method of [10], spatial information is utilized to improve the recognition performance. In addition, Chen et al. [10] collected and released an image data set for assessing vehicle color recognition algorithms. We have evaluated the proposed algorithm on this data set and compared it with previous methods (see Section IV).

B. Deep Learning for Recognition

In recent years, deep-learning-based algorithms have achieved breakthrough performance on various vision applications, such as image classification [12], object detection [20], [28], and shape representation [29], [30]. In contrast to traditional methods, which use artificial features to perform vision tasks, deep learning architecture is able to learn an effective representation from raw pixels and yield better performances than traditional methods. The practicability of a CNN was first noticed in the works of digit recognition [31] and OCR [32]. With the massive parallel computing and the acceleration of GPU implemented by CUDA, it is possible to construct larger and deeper CNN architectures. Krizhevsky et al. [12] was the first to apply CNN to the problem of large-scale image classification and obtain state-of-the-art performance on the ImageNet data set [33], which is the largest and most challenging image data set to date. Moreover, Krizhevsky et al. [12] proposed a scheme called Dropout, which is able to effectively combat overfitting, and a nonlinear transform called ReLU, which can speed up the learning process. Different from classification on a large image data set, applying the CNN to small-sized data sets, such as Pascal VOC [34], is nontrivial. Oquab et al. [35] employed the parameters of the model pretrained on the ImageNet data set and tuned the model for a smaller data set. Combined with the information of object localizations, the method performs the best on the task of image classification.

In the field of intelligent transportation systems, a deep CNN also obtains the state-of-the-art performance on the task of traffic sign recognition [36], [37]. Sermanet and LeCun [36] constructed a network with only two convolutional layers and one fully-connected layer. Unlike the conventional CNN architectures, the outputs of the two convolutional layers are put together for the successive fully-connected layer. Ciresan et al. [37] adopted a deeper CNN, which leads to higher recognition accuracy. In this paper, we employ the CNN architecture in [12] to perform vehicle color recognition and achieve considerable improvement over conventional methods.

III. METHODOLOGY

Here, we will present the details of the proposed method for vehicle color recognition. The pipeline of the proposed algorithm is depicted in Fig. 1. The CNN architecture is trained using the training examples and is later acting as a feature extractor that computes a feature vector for each input image. SVM is used as a classifier that predicts the color class of a given vehicle. Spatial information is utilized to capture the structural properties of vehicles and leads to higher recognition accuracy. Specially, the strategy of the learning effective feature with a CNN is described in Section III-A, and the procedure for color recognition with SVM is given in Section III-B.

A. Feature Learning With CNN

A lot of artificial features [38], [39] have been proposed in the past few years, which have achieved state-of-the-art performance on a wide range of applications, such as pedestrian detection [39], [40], image classification [8], [11], image retrieval [41], and shape matching [42]. However, all the artificial features have to be computed in the same manner for any tasks. Moreover, the feature that is the most appropriate for a specific task is unknown. In contrast, the deep CNN method [12] is able to adaptively learn effective features for a specific task.

In our method, we adopt the CNN architecture of [12] and use it to learn features for our task. The responses of the filters are regarded as our features for vehicle color recognition. To learn a more discriminative representation, we train the deep CNN instead of the framework of an autoencoder [18]. The process of feature learning is illustrated in Fig. 1, and the settings of the network is shown in Table I. The network is composed of five convolution layers \( \{ C_1, C_2, C_3, C_4, C_5 \} \) and three fully-connected layers \( \{ f_{c6}, f_{c7}, f_{c8} \} \). Following each convolution layer, the contrast normalization, pooling, and nonlinear function are connected to it successively. The output of each fully-connected layer is computed as \( Y_t = W_{t-1}Y_{t-1} + B_{t-1} \). The parameters \( W \) and \( B \) can be learned in the training phase. The softmax nonlinear activation function is implemented at the final layer of the network to give the score of each category in classification.

TABLE I

<table>
<thead>
<tr>
<th>Architecture of Our Deep CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1 ) convolution (11 × 11 kernel, stride 4), ReLU, Pooling (2 × 2), Normalization</td>
</tr>
<tr>
<td>( C_2 ) convolution (5 × 5 kernel, stride 1), ReLU, Pooling (2 × 2), Normalization</td>
</tr>
<tr>
<td>( C_3 ) convolution (3 × 3 kernel, stride 1), ReLU</td>
</tr>
<tr>
<td>( C_4 ) convolution (3 × 3 kernel, stride 1), ReLU</td>
</tr>
<tr>
<td>( C_5 ) convolution (3 × 3 kernel, stride 1), ReLU, Pooling (2 × 2)</td>
</tr>
<tr>
<td>( f_{c6} ) 4096 neurons</td>
</tr>
<tr>
<td>( f_{c7} ) 4096 neurons</td>
</tr>
<tr>
<td>( f_{c8} ) 8 neurons (the number of classes)</td>
</tr>
</tbody>
</table>
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The network takes $227 \times 227 \times 3$ RGB images as input. The sizes of the outputs of all the convolutional layers are $55 \times 55 \times 96$, $27 \times 27 \times 256$, $13 \times 13 \times 384$, $13 \times 13 \times 384$, and $6 \times 6 \times 256$, respectively. It is noted that the max pooling method is applied to the outputs of several convolution layers to reduce the size of the output and, thus, shorten the computation time. The output of the convolution layer is reshaped as a feature vector and fed to the fully-connected layers. After training the deep CNN, we choose the outputs of the last three layers, since these outputs of the first four layers are not discriminative enough, and the dimensions of the features are too high.

To better understand the feature learned from the network, the filters of the first convolution layer are visualized in Fig. 2. The successive outputs are learned from those of the first layer, and the visualizations of such filters are abstract and difficult to find meaningful patterns. Each filter has three channels as it takes RGB image pixels as input. In Fig. 2, most filters are visualized as red, green, blue, white, and black. It reveals that the filters can obtain large response in these colors. It is noted that some edge filters, such as the half-white and half-black filters, are also learned. The discovery indicates that the edge feature may help in color classification as well. We provide a detailed discussion on this point in Section IV.

### B. Color Recognition With SP and SVM

It is common sense that the performance of image classification is superior while combined with spatial information. The SP [11] is a classical method that embeds spatial information into a feature vector based on the BoW model. To the best of our knowledge, it has not been applied to the deep learning framework for the task of vehicle color recognition.

The SP [11] is aimed at extracting features from different subregions and aggregating the features of all the regions together to describe an image. Unlike the feature based on BoW [11], our method computes the feature of each region in the convolutional layers in the learned CNN architecture. The BoW feature is a histogram encoded by a dictionary, whereas our feature is a set of response maps generated by the filters of the convolutional layers. To describe the image, the BoW feature adopts the pooling method to combine all local features. However, the representation loses the information of some pixels ignored in the stage of pooling. Our feature describes the image in more detail since the information of each pixel in the image is considered in the feature.

We choose SVM as the classifier for color classification. Based on the process of learning parameters of the convolutional layers introduced in Section III-B, the response maps of the convolutional layers are reshaped to feature vectors and fed to the successive classifier for training or testing. Selecting SVM instead of fully-connected layers (artificial neural network actually) is due to two reasons: 1) The performance of SVM is better because the regularization constraint can help combat overfitting. The problem of overfitting is regarded as a main issue of full-connected layers. 2) The number of parameters of SVM is less than that of fully-connected layers, which makes the fine-tuning procedure in training much easier. Except for the parameters of the fully-connected layers, which are able to be learned in the training step, the number of neurons, weight decay, and “dropout” ratio need to be set manually. Once the configuration of the parameters is reset, the whole deep CNN has to be retrained with a waste of much time. As features fed to SVM are the output of the pretrained deep CNN mentioned in Section III-B, the best configuration of the parameters of SVM can be tuned by cross validation, whereas the convolutional layers remain unchanged.

### IV. Experiments and Discussions

We evaluated the proposed algorithm on a standard benchmark and compared it with other methods, including top performers in this field. All the experiments were conducted on a regular PC (3.4-GHz 8-core CPU, 8-G RAM, and Windows 64-bit OS). In testing, the process of extracting a feature from one image takes 0.187 s in the GPU mode. Moreover, the prediction by linear SVM only costs 0.0015 s, which is much less than the time spent in feature extraction. In training, learning the network takes about 5 h at 40000 iterations. Several minutes is needed to train an SVM classifier.

#### A. Data Set and Evaluation Measure

We assess the proposed algorithm and other methods on the Vehicle Color data set\(^1\) released in [10]. The data set contains 15 601 vehicle images covering eight color types. The images are captured roughly from the frontal view, by an HD camera with the resolution of $1920 \times 1080$. Each image only contains one vehicle, which is localized and cropped using a vehicle detector. The detection of vehicles is beyond the scope of this paper, since this work focuses on the recognition of vehicle color. The data set is challenging for its variability in weather condition, illumination, viewpoint, and vehicle type. For example, a significant color offset may appear in the condition of heavy haze, snow, or overexposure. Moreover, there are cars, trucks, sedans, and buses in the data set.

\(^1\)The data set is publicly available at http://mc.eistar.net/~pchen/project.html.
The performances of the methods are measured by the recognition precision of each color category. The average precision (AP) is defined as the mean precision of all categories.

B. Implementation Details

We adopt the implementation of Caffe [43] to train the deep CNN architecture. In the feature learning stage, we construct the network with five convolution layers and three fully-connected layers. The images are resized to $227 \times 227 \times 3$. Then, the images are fed to the convolutional layer with 96 filters of size $11 \times 11 \times 3$ and stride of four pixels. The outputs of the first convolution layer are modeled by a rectified linear unit (ReLU) [44], which is an approximation of $f(x) = \log(1 + \exp(x))$. It is demonstrated that training with the ReLU layer is several times faster than that in [12]. Max pooling reduces the size of the output of the ReLUs with the kernels of $3 \times 3$ and the stride of two pixels. Then, the output is normalized by a norm layer to ensure that the output is within a smaller range. The outputs of the first, fourth, and fifth convolutional layers are processed by pooling and normalization operations in our method. The detailed construction of the deep CNN is shown in Table I. In the fully-connected layers, the mechanism of dropout [12] is applied to alleviate overfitting. The dropout technique [12] is the most common method to reduce the influence of overfitting in training deep learning networks. The fully-connected layers can be regarded as a classifier, which is actually the artificial neural network. The first two fully-connected layers contain 4096 neurons, respectively. The number of the neurons of the last connected layer is equal to the number of the color types.

When training the linear SVM classifier, we take the outputs of $C5$, $f6$, and $fc7$ as the features to represent vehicle images. According to the configuration of the network to learning features, the vectors of sizes 46080, 20480, and 20480 are generated. As the output of the convolutional layer is a set of response maps, the feature of $C5$ can be shortened by resizing the heights and widths of the response maps. The $C5$ in Tables II–IV are resized into a vector with a length of 11520 by a factor of 0.5. In our experiments, we discover some redundancy in the features, and it can be reduced to smaller ones without hurting the performance. Further analysis of the redundancy will be discussed in Section IV-I.

To encode spatial information, the features of different subregions of a vehicle image are also generated. The images are divided into $2 \times 2$ subregions. Then, the features of each subregion and the whole image are concatenated to form a long vector. The aggregated features and the corresponding labels are used to train the linear SVM classifier, which is implemented in LibLinear [45].

C. Visualization of Convolution Layer Responses

To better understand the advantage of the proposed method, the response maps filtered by the first convolutional layer are visualized in Fig. 3. One of the main challenges in vehicle color recognition is to select representative ROIs on the body of the vehicle. It is reasonable to describe the color of the vehicle by its hood and roof instead of wheels, windows, headlights, license plate, etc. The recent method [10] divides the image into subregions and determines the weights of each subregion by training a classifier. However, their features are the combination of conventional color histograms.

The convolutional layers in our method execute convolutions with a group of filters to generate the response maps, which are also used as the features to train a classifier. The response maps of the first convolutional layer are shown in Fig. 3. The reason for selecting the first convolutional layer is that the successive layers take the response maps as input, which are more abstract and difficult to make an analysis of. In Fig. 3, it is obvious that some response maps correspond to meaningful ROIs, which are effective at distinguishing different color types. Several response maps assign the high scores to the pixels of the regions of either vehicle body or background. The reason is that the filters are learned to extract the discriminative pixels, which are informative for color classification. As shown in Fig. 3, the filters are trained to extract the red pixels due to the color of the vehicle. It is interesting that some response maps are similar with the edge of the vehicle image. It means that edge information can also benefit vehicle color recognition.

D. Performance of Feature Learning

Various artificial features are designed to describe the color of an image. However, the features are task independent and not necessarily effective for color recognition in certain conditions. To verify the advantage of learned features, we compared the performance of the proposed algorithm with conventional features.

The compared features can be roughly separated into two classes: One class is global features, such as Color Correlogram [22] and Layered Color Indexing [46]. The features represent the color of an image as a single vector or matrix. The other class is patch features. In the comparison, several conventional patch features are chosen, such as Hue Hist [21], Normalized RG Hist [7], Opponent Hist [8], RGB Hist, Transformed Color Hist [8], and the combination of them. Our features are generated from the output of the fifth convolutional layer in the deep CNN. Here, the whole image without any subregions is used as the input of the deep CNN. To make a fair comparison, linear SVM is taken as the classifier for all the features. The performances of all the features are depicted in Table II.

As can be seen from Table II, the precision of the proposed feature is clearly superior than the conventional features. Our method achieves the highest recognition accuracy on seven out of eight color classes, except for the black class. However, the precision of the black color is also very high and on par with the best score. The precision of the green color is significantly enhanced by the proposed feature. The discrimination between gray and green vehicles is more difficult, due to the large variation of these two colors. The artificial features are designed to tackle the influence of overexposure and color offset, based on the hypothesis proposed by humans. In natural scenes, particularly on urban roads, the colors of the vehicle images are complicated. Therefore, the artificial features will have difficulty covering all possible situations in complex scenarios. In contrast, the proposed feature, automatically learned from
raw RGB pixels, is able to handle the variations in real-world vehicle images and leads to higher recognition accuracy. Fig. 4 demonstrates several challenging vehicle images for which the proposed method gave correct predictions. As can be seen, it is robust to interference factors such as unsatisfactory illumination, haze, and dust. This confirms that automatically learned features can better adapt to various variations in real-world scenes and perform better than those designed manually.

E. Performance of SP and SVM

One of our main contributions is to combine spatial information with the features learned by the deep learning architecture. To verify it, we set the former top performer [10] on this data set as the baseline and compare the proposed method with it. The features of the baseline are processed by principal component analysis and coordinate augmentation. To add spatial information to the features learned by the deep learning network, we divide vehicle images into $2 \times 2$ subregions following the strategy of SP matching [11]. Then, the features of the subregions and the whole image are aggregated together. To enhance the performance further, SVM is used to replace the fully-connected layers since the SVM is more effective at overcoming the influence of overfitting. The performances of SP and SVM are shown in Table III.

The performances of the outputs of the different layers in the deep architecture are listed in Table IV. As the dimensions of the outputs of the other layers are much larger but less discriminative, their precision is not evaluated. Table IV shows that the outputs of the three layers exhibit very similar results for vehicle color recognition. As the dimensions of the features of $fc7$ and $fc6$ are both 20480, the output of $cn5$ is a shorter feature vector of length 11520. Therefore, color recognition using the feature of $cn5$ is more efficient.

Moreover, we have combined traditional color feature (hand-crafted feature) with deep features. We have experimented with three combinations: additional color feature in [10] with $C5$, $fc6$, and $fc7$, respectively. As can be seen from Table IV, the average recognition accuracies are slightly improved after incorporating an additional color feature. This indicates that deep learning features and hand-crafted features are complementary.

F. Significance of Performance Difference Among Comparing Algorithms

To verify that the performance gain achieved by the proposed algorithm is significant, we performed the Student’s t-test as

### TABLE II

<table>
<thead>
<tr>
<th>Method</th>
<th>Black</th>
<th>Blue</th>
<th>Cyan</th>
<th>Gray</th>
<th>Green</th>
<th>Red</th>
<th>White</th>
<th>Yellow</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color Correlation [22]</td>
<td>0.8083</td>
<td>0.7422</td>
<td>0.9078</td>
<td>0.5568</td>
<td>0.6998</td>
<td>0.9475</td>
<td>0.8170</td>
<td>0.8694</td>
<td>0.7886</td>
</tr>
<tr>
<td>Layered Color Indexing [46]</td>
<td>0.8937</td>
<td>0.6998</td>
<td>0.9291</td>
<td>0.6776</td>
<td>0.6058</td>
<td>0.9640</td>
<td>0.9009</td>
<td>0.9038</td>
<td>0.8218</td>
</tr>
<tr>
<td>Hue Hist [21]</td>
<td>0.8254</td>
<td>0.8437</td>
<td>0.9014</td>
<td>0.6502</td>
<td>0.7630</td>
<td>0.9729</td>
<td>0.8550</td>
<td>0.8836</td>
<td>0.8364</td>
</tr>
<tr>
<td>Normalized RG Hist [7]</td>
<td>0.7311</td>
<td>0.8229</td>
<td>0.8766</td>
<td>0.5896</td>
<td>0.6803</td>
<td>0.9610</td>
<td>0.8270</td>
<td>0.8386</td>
<td>0.7962</td>
</tr>
<tr>
<td>Opponent Hist [8]</td>
<td>0.9132</td>
<td>0.8172</td>
<td>0.9518</td>
<td>0.7856</td>
<td>0.6350</td>
<td>0.9753</td>
<td>0.9250</td>
<td>0.8796</td>
<td>0.8626</td>
</tr>
<tr>
<td>RGB Hist</td>
<td>0.9131</td>
<td>0.8414</td>
<td>0.9594</td>
<td>0.7837</td>
<td>0.6473</td>
<td>0.9601</td>
<td>0.9097</td>
<td>0.8646</td>
<td>0.8610</td>
</tr>
<tr>
<td>Transformed Color Hist [8]</td>
<td>0.9206</td>
<td>0.8479</td>
<td>0.8676</td>
<td>0.7570</td>
<td>0.6461</td>
<td>0.9528</td>
<td>0.9192</td>
<td>0.9634</td>
<td>0.8518</td>
</tr>
<tr>
<td>Combined Color Hist [10]</td>
<td>0.9714</td>
<td>0.9363</td>
<td>0.9660</td>
<td>0.8218</td>
<td>0.7859</td>
<td>0.9885</td>
<td>0.9415</td>
<td>0.9395</td>
<td>0.9189</td>
</tr>
</tbody>
</table>

### TABLE III

<table>
<thead>
<tr>
<th>Method</th>
<th>Black</th>
<th>Blue</th>
<th>Cyan</th>
<th>Gray</th>
<th>Green</th>
<th>Red</th>
<th>White</th>
<th>Yellow</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline [10]</td>
<td>0.9713</td>
<td>0.9451</td>
<td>0.9787</td>
<td>0.8461</td>
<td>0.7834</td>
<td>0.9876</td>
<td>0.9414</td>
<td>0.9457</td>
<td>0.9249</td>
</tr>
<tr>
<td>CNN (C5) + full</td>
<td>0.9651</td>
<td>0.9594</td>
<td>0.9857</td>
<td>0.8391</td>
<td>0.8340</td>
<td>0.9865</td>
<td>0.9477</td>
<td>0.9389</td>
<td>0.9358</td>
</tr>
<tr>
<td>SP-CNN (C5) + full</td>
<td>0.9674</td>
<td>0.9594</td>
<td>0.9928</td>
<td>0.8404</td>
<td>0.8423</td>
<td>0.9907</td>
<td>0.9481</td>
<td>0.9758</td>
<td>0.9396</td>
</tr>
<tr>
<td>CNN (C5) + SVM</td>
<td>0.9570</td>
<td>0.9650</td>
<td>0.9928</td>
<td>0.8391</td>
<td>0.8467</td>
<td>0.9886</td>
<td>0.9443</td>
<td>0.9689</td>
<td>0.9378</td>
</tr>
<tr>
<td>SP-CNN (C5) + SVM</td>
<td>0.9732</td>
<td>0.9650</td>
<td>0.9857</td>
<td>0.8680</td>
<td>0.8340</td>
<td>0.9876</td>
<td>0.9590</td>
<td>0.9724</td>
<td>0.9431</td>
</tr>
</tbody>
</table>

### TABLE IV

<table>
<thead>
<tr>
<th>Layer</th>
<th>Black</th>
<th>Blue</th>
<th>Cyan</th>
<th>Gray</th>
<th>Green</th>
<th>Red</th>
<th>White</th>
<th>Yellow</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP-CNN (fc7) + SVM</td>
<td>0.9732</td>
<td>0.9539</td>
<td>0.9928</td>
<td>0.8575</td>
<td>0.8340</td>
<td>0.9783</td>
<td>0.9519</td>
<td>0.9655</td>
<td>0.9384</td>
</tr>
<tr>
<td>SP-CNN (fc7) + add. feature + SVM</td>
<td>0.9726</td>
<td>0.9613</td>
<td>0.9857</td>
<td>0.8713</td>
<td>0.8340</td>
<td>0.9886</td>
<td>0.9531</td>
<td>0.9724</td>
<td>0.9433</td>
</tr>
<tr>
<td>SP-CNN (fc6) + SVM</td>
<td>0.9755</td>
<td>0.9650</td>
<td>0.9928</td>
<td>0.8608</td>
<td>0.8340</td>
<td>0.9865</td>
<td>0.9586</td>
<td>0.9724</td>
<td>0.9432</td>
</tr>
<tr>
<td>SP-CNN (fc6) + add. feature + SVM</td>
<td>0.9744</td>
<td>0.9631</td>
<td>0.9857</td>
<td>0.8765</td>
<td>0.8423</td>
<td>0.9907</td>
<td>0.9569</td>
<td>0.9758</td>
<td>0.9457</td>
</tr>
<tr>
<td>SP-CNN (C5) + SVM</td>
<td>0.9732</td>
<td>0.9650</td>
<td>0.9857</td>
<td>0.8680</td>
<td>0.8340</td>
<td>0.9876</td>
<td>0.9590</td>
<td>0.9724</td>
<td>0.9431</td>
</tr>
<tr>
<td>SP-CNN (C5) + add. feature + SVM</td>
<td>0.9773</td>
<td>0.9613</td>
<td>0.9857</td>
<td>0.8732</td>
<td>0.8464</td>
<td>0.9907</td>
<td>0.9586</td>
<td>0.9758</td>
<td>0.9461</td>
</tr>
</tbody>
</table>
Fig. 3. Visualization of the response maps of the 96 filters in the first convolution layer. (a) Input image. (b) Response map filtered by the first convolutional layer.

Fig. 4. Vehicle color recognition examples by the proposed algorithm.

a statistical test. We repeat our experiment ten times to obtain the AP of eight colors at each time. As the AP of comparing algorithms is the mean value of repeated independent trials, the test can be treated as a one-sample t-test. In the test, the null hypothesis is that the mean of APs of our method is equal to that of the comparing methods. We use the highest AP of the comparing algorithms, since if the improvement of our method is proved, the result of our method is also better than the other algorithms.

The values of APs of our method in Table II are the mean of ten times. The standard deviations of the APs of CN5, FC6, and FC7 are 0.0065, 0.0034, and 0.0019, respectively. As a result, the p-value of the three features is 5.2967e-06, 7.1198e-08, and 2.9042e-09. The p-value is much smaller than 0.05, which is the common test p-value level. Due to the small p-value, we can evidentially reject the null hypothesis proposed before. Hence, it indicates the significance of performance difference among the comparing algorithms.

G. Effect of Training/Test Ratio

Here, we investigate how the vehicle color recognition accuracy varies when the training/test ratio changes. This is to examine if the ratio of training data influences the final recognition performance. We experimented with nine groups of training/test splits, where the ratio between the training data and the whole set varied in the range of 0.1, 0.2, ..., 0.9. Training/test examples were randomly selected, and the procedure was repeated five times for each group of training/test split. Three types of features, i.e., $C5, fc6, fc7$, were used in this experiment. The average accuracies of different groups of training/test splits are shown in Table V. As can be seen, the recognition performance consistently keeps at a high level when the ratio of training/test changes, which confirms that the ratio of training data does not influence the final recognition accuracy, for all the three types of features ($C5, fc6, fc7$).

H. Effect of Classifier

It is widely accepted that the choice of classifier largely determines the accuracy of classification. Here, we replaced the linear SVM used in the previous experiments with an intersection kernel SVM. The performances of linear and kernel SVM are shown in Table VI. As can be observed, kernel SVM performs better than linear SVM. However, considering efficiency in training and testing, we chose linear SVM as the default classifier in practice.

I. Analysis of Feature Redundancy

In our experiments, the information of the response maps of the last convolutional layer is redundant for color recognition. To evaluate the extent of redundancy of the output of the convolutional layers, the response maps are resized into different scales. The convolutional layers output the features with the size of $6 \times 6 \times 256$. We change the values of the first two dimensions and maintain the last dimension, which is equal to the number of the response maps. In our test, the values of the first two dimensions range from 1 to 12.

We assess the performances of different feature sizes using the AP on the eight color types and demonstrate them in Fig. 5. The response maps at the scale of 1 are resized into one pixel. However, the features at the smallest scale still outperform the baseline in Table III. This indicates that the proposed feature is more informative than conventional features, even at an
TABLE V
AVERAGE ACCURACIES OF DIFFERENT GROUPS OF TRAINING/TEST SPLITS

<table>
<thead>
<tr>
<th>Ratio</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>fc7</td>
<td>0.9308</td>
<td>0.9359</td>
<td>0.9385</td>
<td>0.9396</td>
<td>0.9384</td>
<td>0.9413</td>
<td>0.9386</td>
<td>0.9403</td>
<td>0.9443</td>
</tr>
<tr>
<td>fc6</td>
<td>0.9386</td>
<td>0.9418</td>
<td>0.9426</td>
<td>0.9431</td>
<td>0.9432</td>
<td>0.9435</td>
<td>0.9464</td>
<td>0.9426</td>
<td>0.9460</td>
</tr>
<tr>
<td>C5</td>
<td>0.9419</td>
<td>0.9427</td>
<td>0.9432</td>
<td>0.9437</td>
<td>0.9431</td>
<td>0.9435</td>
<td>0.9447</td>
<td>0.9451</td>
<td>0.9413</td>
</tr>
</tbody>
</table>

TABLE VI
PERFORMANCES OF LINEAR AND KERNEL SVM

<table>
<thead>
<tr>
<th>Method</th>
<th>Black</th>
<th>Blue</th>
<th>Cyan</th>
<th>Gray</th>
<th>Green</th>
<th>Red</th>
<th>White</th>
<th>Yellow</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN (fc7) + linear SVM</td>
<td>0.9562</td>
<td>0.9572</td>
<td>0.9849</td>
<td>0.8482</td>
<td>0.8350</td>
<td>0.9725</td>
<td>0.9367</td>
<td>0.9680</td>
<td>0.9223</td>
</tr>
<tr>
<td>CNN (fc7) + kernel SVM</td>
<td>0.9808</td>
<td>0.9660</td>
<td>0.9815</td>
<td>0.8745</td>
<td>0.8323</td>
<td>0.9926</td>
<td>0.9606</td>
<td>0.9787</td>
<td>0.9459</td>
</tr>
<tr>
<td>CNN (fc6) + linear SVM</td>
<td>0.9634</td>
<td>0.9547</td>
<td>0.9898</td>
<td>0.8472</td>
<td>0.8491</td>
<td>0.9743</td>
<td>0.9402</td>
<td>0.9660</td>
<td>0.9356</td>
</tr>
<tr>
<td>CNN (fc6) + kernel SVM</td>
<td>0.9779</td>
<td>0.9715</td>
<td>0.9886</td>
<td>0.8719</td>
<td>0.8323</td>
<td>0.9916</td>
<td>0.9615</td>
<td>0.9787</td>
<td>0.9468</td>
</tr>
<tr>
<td>CNN (C5) + linear SVM</td>
<td>0.9570</td>
<td>0.9650</td>
<td>0.9928</td>
<td>0.8391</td>
<td>0.8467</td>
<td>0.9886</td>
<td>0.9443</td>
<td>0.9689</td>
<td>0.9378</td>
</tr>
<tr>
<td>CNN (C5) + kernel SVM</td>
<td>0.9796</td>
<td>0.9642</td>
<td>0.9886</td>
<td>0.8686</td>
<td>0.8406</td>
<td>0.9926</td>
<td>0.9619</td>
<td>0.9787</td>
<td>0.9469</td>
</tr>
</tbody>
</table>

extremely small scale. The performance increases with the growth of scale at small scales and gradually declines after the scale of 5. It proves that features of higher dimensions are not effective for vehicle color recognition. This reveals that there may be certain redundancy in features with higher dimensions.

J. Limitation of Proposed Algorithm

Although the proposed algorithm works well under various challenging conditions, it is far from perfect. It might make mistakes or give wrong predictions in certain cases. As shown in Fig. 6, a majority of the incorrect predictions are caused by severe illumination or indistinguishable colors. This means that there is still room for further improvement in vehicle color recognition.

V. CONCLUSION

In this paper, we have presented a deep-learning-based algorithm for vehicle color recognition. This algorithm combines the CNN architecture with the SP strategy, which naturally captures the variations in vehicle images while making full use of the structural information of vehicles. The experiments on a standard benchmark in this field confirm that the proposed algorithm obtains state-of-the-art performance. Moreover, it works well in various challenging situations and eliminates the necessity of preprocessing, which is a key step in previous methods.

Moreover, the method proposed in this work is general and can be readily applied to other problems and domains [47]–[52]. Since the proposed method achieves very high vehicle color recognition accuracy and runs reasonably fast, we plan to integrate it into real-world applications and systems in the future.
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